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MeToto CTaTTi € anpoKCMMaLisi ONTUMaNBHOTO KepyBaHHSA BiJHOCHMM PYXOM KOCMiYHWX anapaTiB npu He-
MOBHOMY CKNafli BMKOHaBUMX OPraHiB 3 BUKOPUCTAHHAM HaBYaHHs 3 NiAKPINAEHHAM i AOCNiSKEHHS BMUBY
Pi3HUX YNHHUKIB Ha AIKICTb TAKOro PiLLEHHS.

Mpu npoBeAeHHI AOCNIMKEHb BUKOPUCTaHI METOAM TEOPETUYHOI MeXaHiku, Teopii aBTOMaTUYHOIO Kepy-
BaHHsl, TeopiT CTiAKOCTi, METOAW MaLLMHHOIO HaBYaHHS Ta KOMM'OTEPHOr0 MOZEMOBaHHS.

PosrnsHyTo 3agayy KepyBaHHS BIJHOCHUM PYyXOM KOCMIYHMX anapaTiB B M/OLWMHI Op6iTV 3 BUKOPUCTaH-
HAM TilbKX KePYOUMX BMAMBIB, CMPAMOBaHMX MO AOTWUYHI [0 0p6iTW. BMKOPUCTaHHA Takoro nigxony A03BONSE
3MEHLIMTX BUTpPaTy poboyoro Tifa peakTVBHWUX BMKOHABUMX OpraHiB i CMPOCTUTW apXiTeKTypy CUMCTEMU Kepy-
BaHHs, NpoTe B PsAAI BUMaAKIB BUKOPUCTaHHA METOZIB KMacW4HOI Teopil KepyBaHHA He [03BOMSIE OTPUMYBATU
NPUIAHATHI pe3ynbTaTi. Y 3B'A3KY 3 LM [OCAIfKeHa MOX/IMBICTb BUPILLEHHS LibOr0 3aBAaHHA METOAOM HaBYaH-
HS 3 MIAKPINNEHHAM, KW [03BONSE 3HAXOAUTW 6/M3bKi [0 ONTUMAIbHUX aNrOPUTMU KepyBaHHS B pesynbTaTi
B3aEMOZ|T CUCTEMW KepyBaHHS 3 06'EKTOM KepyBaHHS, BUKOPUCTOBYIOUM CUTHa NiAKPINAEHHS, L0 XapakTepusye
AKICTb KepytoumX Br/MBIB.

AK curHan nigkpinaeHHs BUKOPUCTaHWIA BIJOMWIA KBaapaTUUHWIA KPUTEPIi, L0 [O3BONSE BpaxyBaTh AK
BMMOrK [J0 TOYHOCTI, TaK i JO BUTPAT Ha KepyBaHHsl. MOLLIYK Kepyroumnx BNAMBIB Ha 6a3i HaBYaHHS 3 NigKpinieH-
HAM BWKOHaHW 3 BUKOPUCTAHHAM anroputmy iTepauili 3akoHy KepyBaHHS. Takuii anroputM peani3oBaHuii Ha
6a3i apXiTeKTypu «BUKOHABELIb»—«KPUTUK». PO3rNSHYTO Pi3Hi BapiaHTW NpefCcTaBNeHHs BUKOHaBLA Ans peaniza-
LT 3aKOHY KepyBaHHS i KpUTUKa AN OTPUMaHHS 3HaYeHb YHKLiT BapTOCTi 3 BUKOPUCTAHHAM HENPOMEPEXXEBUX
anpokcumatopiB. MokasaHo, L0 TOYHICTb anpokcMMaLlii ONTUMaNbHOTO KepyBaHHS 3a1eXuTb Bif psagy 0cobnu-
BOCTeli, a came Bif BAANOI CTPYKTYpU anpoKCMMaTtopis, BUGOPY MeTOAY MOHOBNEHHS MapameTpiB HepOHHUX
MepeXx, a TakoxX napameTpiB alrOpUTMy HaBYaHHS.

[ocnimxeHniin nigxif [03BONSE BUPILLYBATU PO3TASAHYTUIA Kac 3afayq KepyBaHHS C BUKOPUCTAHHAM KOHT-
pOnepiB 3 Pi3HOK CTPYKTYPOLO, MPY LibOMY € MOXIMBICTb YTOUHEHHS aNrOpUTMIB KepyBaHHS B NpoLeci PyHKLi-
OHYBaHHsl KOCMiYHOr0 anapary.

Kno4oBi cnoBa: KepyBaHHs! BiJHOCHUM PyxOM, KOCMiYHUIA anapaT 3 HeMOBHUM CKNaZoM BUKOHABUMX Op-
raHis, HaBYaHHs 3 MiAKPINAEHHAM, iTepauii 3aKOHy KepyBaHHs, BUKOHaBELb—KPUT UK.

The aim of the article is to approximate optimal relative control of an underactuated spacecraft using rein-
forcement learning and to study the influence of various factors on the quality of such a solution.

In the course of this study, methods of theoretical mechanics, control theory, stability theory, machine learn-
ing, and computer modeling were used.

The problem of in-plane spacecraft relative control using only control actions applied tangentially to the or-
bit is considered. This approach makes it possible to reduce the propellant consumption of reactive actuators and
to simplify the architecture of the control system. However, in some cases, methods of the classical control theory
do not allow one to obtain acceptable results. In this regard, the possibility of solving this problem by reinforce-
ment learning methods has been investigated, which allows designers to find control algorithms close to optimal
ones as a result of interactions of the control system with the plant using a reinforcement signal characterizing the
quality of control actions.

The well-known quadratic criterion is used as a reinforcement signal, which makes it possible to take into
account both the accuracy requirements and the control costs. A search for control actions based on reinforcement
learning is made using the policy iteration algorithm. This algorithm is implemented using the actor—critic archi-
tecture. Various representations of the actor for control law implementation and the critic for obtaining value
function estimates using neural network approximators are considered. It is shown that the optimal control ap-
proximation accuracy depends on a number of features, namely, an appropriate structure of the approximators, the
neural network parameter updating method, and the learning algorithm parameters.

The investigated approach makes it possible to solve the considered class of control problems for controllers
of different structures. Moreover, the approach allows the control system to refine its control algorithms during
the spacecraft operation.

Keywords: relative control, underactuated spacecraft, reinforcement learning, policy iteration, actor—critic.

Introduction. Spacecraft (SC) relative motion control is an important task for
many space missions. For example, such control is necessary to perform rendez-
vous and docking of satellites for the delivering astronauts and cargo to a space
station [1], maneuvering around a SC for servicing [2], formation of a constellation
of satellites of a given configuration [3], contactless removal of space debris [4 ].
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Various aspects of SC dynamics and relative control in circular orbits are con-
sidered in Refs. [5, 6]. The peculiarities of solving such a problem in elliptic orbits
are presented in articles [7, 8]. Papers [9, 10] investigate the possibility of control-
ling the in-plane relative motion of a SC using only control actions applied tangen-
tially to the orbit. This approach makes it possible to reduce the propellant con-
sumption of the thrusters and to simplify the architecture of the control system
(CS). However, as shown in Ref. [11], for the case of elliptical orbits, such a con-
figuration of the actuators leads to a time-periodic control error when control ac-
tions are generated by a linear controller. Reference [12] shows that this error can
be reduced by using a time-periodic reference signal generated in a special way.
However, the question of optimality of the proposed solution remained open due to
the complexity of the analytical solution of the considered problem.

Currently, much attention has been paid in publications to reinforcement
learning (RL) methods [13-16], which allow finding control algorithms close to
optimal as a result of interaction of the CS with the plant using a reinforcement
signal characterizing performance of the control actions. An overview of various
RL methods is presented in article [17]. Despite the fact that this approach can be
used to solve control problems for arbitrary dynamical objects using controllers
with different structures, in practice it is not always possible to obtain an accepta-
ble solution due to the need to choose the structure of the controller and value
function approximators and hyperparameters that determine the learning process
[18]. In this regard, it is of interest to study the possibility of using the RL methods
to find optimal relative control laws for an underactuated SC.

The aim of the article is to approximate optimal relative control of an underac-
tuated SC using RL and to study the influence of various factors on the quality of
such a solution.

Equations of motion. The motion of a chief SC (CSC) relative to a deputy SC
(DSC) in the orbital plane is considered. It is assumed that only the CSC performs
control actions in order to provide the required parameters of the relative motion.

A local-vertical/local-horizontal frame Oxyz (LVLH) is used to determine the
position of the CSC with respect to the DSC. The frame origin is at the center of
mass of the CSC. The x -axis points along the position vector of the CSC, with re-
spect to the Earth. The z -axis is taken along the direction normal to the plane de-
fined by the orbital position and velocity vectors, and pointing towards the positive
values of the orbital angular momentum. The y -axis forms a right-handed coordi-
nate system.

The in-plane relative dynamics for the CSC-DSC formation can be described us-
ing the following system of linearized equations [19]:

O
X —0?X —20y —dy —2Ix = Xd— X

m® m°
. 2 . . _ 'y y
Yy -0y +20X +oX +ly =———-——,

m? m°

where x , y are the coordinates of the position vector that represents the position
of the center of mass of the DSC with respect to the origin of the LVLH; m® and

m¢ are the masses of the CSC and DSC, respectively; f)f and ff are the forces
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applied to the CSC in the x and y directions, respectively; fxd and fyd are the
forces applied to the SDO inthe X and Y directions, respectively.
The parameters of Egs. (1) are calculated as follows:

o= fG—rg(1+8COSU), p =a(1—82), w=-2¢ /G—?sino(1+scosu)oa,
p p

/_Gm R_ 8!1—82!

R3’ 1+gCcoSUL |

where Gm is the Earth gravitation constant; v is the true anomaly; ¢ is the ec-
centricity of the orbit; a is the semi-major axis.

The CSC is constantly oriented so that the control force is applied only in y -
direction of the LHLV.

Neglecting the effect of external disturbances, the model (1) can be given for
the state vector X )=[x,y,x,y ] and control uft) using a state-space represen-
tation as

X =AX +Bu , (2)
where
0 0 1 0 0
0 0 0 1 0
= 2 . 1B_
o +2 o 0 20 0
-® o*—1 -20 0 ~1/m*$

A modern SC controller is implemented in a discrete computer system. There-
fore, the following discrete form of the model (2) is used:

Xy =AX +Buy, 3)

where A, =(I +At); B, =Btg; t, is the sample time; k is the sample num-
ber.

We also assume that full state vector is measurable and these measurements
are not corrupted by noise.

Discrete-time linear-quadratic regulator. The discrete-time linear-quadratic
regulator (DLQR) problem [20] is a widely used methodology to design control-
lers. The goal of the DLQR design is to find a static gain K for the full-state feed-
back law that minimizes the quadratic cost function:

J =min i(QTXkQ-FRTUkR), (4)
k=0

where Q, R are the weight matrices which penalize the system states X, and

the control input U, , respectively.

Impressive robust stability properties of the DLQR allow designers to use it
for systems whose real parameters differ significantly from the nominal ones.

A DLQR implements the full-state feedback law for the CSC in-plane relative
control in the following form:
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U =K (X" =X, ),

where X' is the reference input vector, which determines the required relative
position between the CSC and DSC.
The optimal feedback gain matrix is given by

K=R +B7PB |'BTPA

where P is the unique positive semi-definite solution of the discrete-time Riccati
equation

P-Q+ATPA-ATPB (R +BTPB |'BTPA .

Reinforcement learning. To solve control tasks by RL, it is assumed that the
CS learns by analyzing the results of its actions. These results are evaluated using
a simple scalar reinforcement signal received from the plant with which the CS
interacts. The reinforcement signal, which can be interpreted as a cost, allows an
intelligent control system to change its control algorithms in order to achieve a
long-term goal.

The general RL algorithm shown in Fig. 1, includes the following steps [21]:

1) at the time moment ¢, the plant is in the state X, ;

2) in this state, the CS chooses one of the possible control actions U, ;

3) the CS performs this action, which leads to the transition of the plant to a
new state X, .4 and receiving the reinforcement C, ;

4t «tyq;

5) go to step 2 or completion if the new state is final.

Let y is the set of states, and A is the set of control actions. Reinforcement
C, Iis a consequence of the action U, chosen in the state. The reinforcement sig-
nal is a function that depends on a vector defined in the space yxA .

control

state| |cost action
Xy G Cin Ui
Plant |[e——

qu
Fig. 1 — RL setup

Total cost can be given as

2 S
Gk =Ck +ka+1 +’Y Ck+2+"'zzylck+i , 0S'YS1 .
i=0
The discount factor y determines the degree of significance of future costs
for choosing control actions.
One of the key notion of the RL is the value function. Suppose that in
each state X , , the CS generate a control action in accordance with a certain

policy = :
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then the value function determines the total cost that can be paid by going from the
initial state X , and forming control actions in accordance with the policy = .

This function can be represented as follows:

Vn(xk )= ZYkaH' (Xk+i Ui )=Ck (Xk Uy )+yV“(Xk+1).
i=0

Actor - critic architecture. There are various algorithms for finding the op-
timal control using the RL. In this paper, we use the policy iteration algorithm [21]
to learn a control law, which has better convergence compared to other algorithms,
but less efficient in terms of sample efficiency (amount of data needed for train-
ing). Considering that in this study the model of the plant is used for training but
not its real transitions, this factor is not so significant.

The essence of this algorithm is to alternately clarify the value function and
improve the control law. The algorithm includes the following steps:

1. An initial policy = is selected.

2. The value function V' ™ is estimated for this policy.
3. A certain number of iterations are performed to improve the policy by min-
imizing the following objective function:

7(X )« argming [C(X o, U )+ 7V (X )]-
4. Steps 2 and 3 are repeated until the optimal policy n” and the correspond-

ing to it value function V' ™ are obtained.

evaluation
V—v"
T
starting v v
V r - si—>greedy(V)
improvement

),UJ\

Fig. 2 — Policy iteration algorithm

This algorithm can be implemented using critic and actor modules. In this
case, the critic forms the estimates of the value function, and the actor generates
control actions.

The critic and actor are implemented in the form of feedforward neural net-
works (NN), which approximate the cost function and the control law, respectively
as follows:

Vnn(x)v ﬂe(x),

where n, 0 are the parameter vectors the critic and actor, respectively.

The critic is trained using the method of temporal differences (TD), based on
minimizing the TD error, which is calculated as follows [21]:

8 =Cy +7V n(xk+1 )—V n(xk )
Using this error the loss function of the critic can be represented as:
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V7 () argmin, , Gk +1V ™ (X )V (X ).

The loss function of the actor uses estimates of the critic and is built as fol-
lows:

U = (X ) argmin,, [C(X o)+ 7V (X 01)]-

Problem statement and system data. Let us consider the problem of con-
trolling the motion of the CSC relative to the DSC for the following initial data:
altitude of the orbit is 640 km; orbital eccentricity is zero; mass of the CSC is
500 kg; mass of the DSC is 1575 kg; maximum control thrust is 0.3 N; the
sampling period of the CS is 30 .

Weights of the criteria (4) represented by the following matrices:

Q =diag(0.1, 0.1, 0, 0), R=0.8.
For this data, the gain matrix of the DLQR has the following values:
K =lkq,ky,ks,kq]=[-0.4214,0.1926,-257.2522,-15.1899].

The gain values for different components of the state vector differ significant-
ly. This can lead to difficulties in training using RL. To eliminate this drawback,
the state vector and control are normalized as follows:

Y:[X/Xn vy/yn ,X/Xn ay/yn]T | LT=U/Un )
where x,,, y,. X,, ¥, u, are the corresponding normalizing values.

For the normalized state vector, the dynamical model takes the following
form:

X =AX +BwT,
where A =N AN T =u,N U, N =diag (X,.y . XpY n)-
The corresponding normalized discrete system is given as:

Xs1 =Ax Xy + By, (5)

where A, =(/ +At,); B, =Bts.

For the normalized system (5), the criterion (4) is written as follows:

J =min Z(5T7k5+§TLTk§),
k=0

where @ =N 'QN , R =u?R .

For the following normalizing values x,=105m, y,=25m,
X,=18-10"* m/s, y, =2.4-10% m/s, u, =0.3 H, the gain matrix of the nor-
malized DLQR has the following values K =[-1.5026,1.5730,-1.5897,1.5188].

Further, considering this result as a baseline controller, we investigate the pos-
sibility of obtaining the same result but using the RL.
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Numerical experiments.

RL1 case. In this case, a NN approximator of the actor is used. The NN in-
cludes an input feature layer, the dimension of which is equal to the dimension of
the state vector. One fully connected layer and an output layer with a dimension
equals to the dimension of the control vector. The estimates of the value function
are calculated directly using the model without using an approximator. Stochastic
gradient descent (SGD) [22] with a mini-batch size of 64 and a learning rate of
0.01 was used to update the weights of the NN actor. The weights of the actor had
been fixed every 10 iterations when the value function was calculated.

Figure 3 shows the learning process for such a case when the weights of the
actor are initialized by normally distributed random numbers with zero mean and a
standard deviation of 0.01. As can be seen from this figure, the values of the
weights of the actor converge to the corresponding gains of the normalized DLQR
(plotted by dashed lines). As a consequence, the total cost for this case is equal to
the cost for the DLQR case (see Table 1).
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Fig. 3 — Learning process for the RL 1 case when the weights of the actor is initialized by
small random numbers (a — weights of the actor, b — loss function)

The process of training the actor using Xavier initialization [22] is shown in
Fig. 4. As can be seen in this case, the values of the weights also converge to their
optimal values, but the learning process requires about twice as many iterations as
in the case with small number initialization.
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Iteration
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Fig.4 — Learning process for the RL 1 case when Xavier initialization is used
(a — weights of the actor, b — loss function)

RL 2 case. In this case, the tanh activation function is used at the output of the
NN actor to limit the magnitude of the control actions. As can be seen in Fig. 5, in
this case, the values of the NN weights slightly exceed the values of the DLQR
gains, but the total cost for this case practically does not differ from the optimal
one.
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The next experiments were carried out using the NN critic to approximate the
value function. The NN of the critic includes a feature input layer, a quadratic lay-
er, a fully connected layer, and an output layer with a dimension of 1. In this case,
the optimal values of the weights of the critic are not known. Therefore, to obtain
the baseline values of the weights, the critic was trained using supervised learning.
To implement this, the target values of the value function were calculated using
the model of the plant.

As can be seen in Fig. 6, the structure of the NN allows the cost function to be
approximated pretty accurate.

2 - - v v 500

-

" f K1- k2- k3- kd—wl—w2—w3—w4| 1

Gains, Weights

0 50 100 150 200 250 0 100 200 300 400
Iteration Iteration
Fig. 5 — Variation of the actor Fig. 6 — Variation of the loss function
weights for the RL 2 case during supervised learning

Figure 7 shows the process of updating the weights of the critic using the TD
method. To update the weights, the SGD was used with a learning rate of 0.075
and the number of iterations for updating the target was equal to 50. As can be
seen from this figure, in this case there is a noticeable deviation of the weights of
the critic from the baseline values (dashed lines).
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Fig. 7 — Critic weight updates using SGD (a — w1-w5, b — w6-w10)

The ADAM optimizer with the parameters 'Gradient Decay Factor’ = 0.9 and
'Squared Gradient Decay Factor’ = 0.999 significantly increases the accuracy of the
value function approximation (see Fig. 8, 9) in comparison with SGD.
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Fig. 8 — Critic weight updates using ADAM (a — w1-w5, b — w6-w10)
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Fig. 9 — Loss function variation (a — SGD, b — ADAM)

RL 3 case. In this case, the NNs are used both for the critic and for the actor.
To update the weights, the SGD was applied with a mini-batch size of 64 and a
learning rate of 0.01 and 0.075 for the actor and critic, respectively. The weights
were repeatedly updated in the loop using 50 and 10 iterations for the critic and
actor, respectively. As can be seen in Figs. 10-12, the approximation error of the
value function leads to a noticeable variation in the weights of the actor. Neverthe-
less, such learning errors of the actor do not lead to significant deviations of the con-
trol actions and the trajectory of motion from the optimal one (see Figs. 13-14).
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Fig. 10 — Variation of the actor weights for Fig. 11 — Variation of the actor loss function
the RL 3 case for the RL 3 case
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Fig. 12 — Variation of the critic weights for the RL 3 case (a — w1-w5, b — w6-w10)
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RL 4 case.

In this case the ADAM optimizer was used instead of the SGD to update the
weights of the critic. This makes it possible to approximate the value function
more accurately (Fig. 17) in comparison with the previous case (see Fig. 14). This
allowed us to obtain results that are closer to optimal ones (Figs. 15, 16).
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Fig. 17 — Variation of the critic weights for the RL 4 case (a — wl-w5, b — w6-w10)

RL 5 case.

Figures 18-20 show the results when the ADAM method is used to train both
the actor and the critic. However, as can be seen from these figures and Table 1,
this approach does not provide better results than in the RL 4 case.
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Table 1 shows the total costs obtained for the considered cases when the CSC
moves from the initial state 7:[—0.25,0.25,—0.25,0.25]T during 200 sample
periods.

Table 1. Total costs.
Case DLQR RL1 RL 2 RL 3 RL 4 RL 5

Total cost | 7.1908 | 7.1908 7.1955 7.3040 7.1970 7.1994

Conclusion. The article demonstrates the possibility of accurate approxima-
tion of the optimal control of the relative motion of an underactuated spacecraft in
circular orbits using reinforcement learning. It is shown that in this case control
performance depends on a number of features, namely, the correct structure of the
approximators, type of optimizers, and hyperparameters of the learning algorithms.

The investigated algorithm can be used to find aproximate optimal control of
the relative motion of the underactuated spacecraft in elliptical orbits, which may
be a subject of the future studies.
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